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Abstract: Channel coding has seen itself quickly emerge as a very promising technique in relatively new territory: distributed networks, where computing, communication and storage are extensively involved. In this environment, the distribution of rich media files to a large user population and the distribution of mission-critical data present special challenges for service providers and enterprises. Ensuring quality of service to these applications requires a combination of reliability, speed and scalability. Traditional packet-based networks endure poor end-to-end performance when packet-loss rates are high and a simple error-control strategy (through re-transmission) is applied. The paper will show how erasure-control coding, a special channel coding technique, plays an important part in promoting fault tolerance, and consequently quality of service across the network. Additionally, the construction of a class of maximum-distance-separable (MDS) array erasure codes is presented, which can be used in an adaptive way to efficiently control packet losses in a fluctuating network environment.

1 Introduction

Since Shannon’s historical work [1], channel coding has played a remarkable role in modern telecommunications. Until very recently, most of the work in this paradigm has been devoted primarily to enhancing channel capacity over individual (point-to-point) noisy communication links, by applying appropriate error-control coding techniques such as error detection and error correction for random and/or burst errors. When computer and telecommunications technologies merge, problems in data transmission will be addressed in a multiple-device communication environment – namely the network, and channel coding will face challenges in transplanting its original role into this new environment.

In a point-to-point communication system that provides communication between, for example, a satellite and a ground station or between mobile terminals and the base station within a cellular cell, channel coding is extensively used to combat interference and error caused by signal attenuation and various types of noise. Powerful error-correcting codes, such as Reed-Solomon (RS) codes [2], convolutional codes [3], concatenated codes [4], turbo codes [5] and low-density-parity-check (LDPC) codes [6], are employed together with different error-control schemes, such as automatic-repeat-request (ARQ) and hybrid ARQ [7] in this system. This aims to achieve reliable communication at a maximum information rate over the specific link concerned.

When channel coding serves a network, it needs to integrate itself into the framework of the open systems interconnect (OSI) model [8]. This model represents a seven-layer protocol stack, as shown in Fig. 1a, with each layer responsible for certain tasks. Individual layers of the whole protocol stack contribute collaboratively to reliable and efficient communication across the network. Many practical networks, however, adopt a simplified version of this model, e.g. the five-layer model for the protocols defined in the Internet, as shown in Fig. 1b. Using the concept of layered protocols, coding schemes associated with different tasks are implemented separately at different layers including both lower (physical and data link) and higher (in particular the transport) layers [8], as indicated in Fig. 1b. The traditional error-control strategy for point-to-point communication can therefore be treated as a special case of the above, which is only responsible for lower layers, e.g. the link layer for wired systems [8] or both physical and link layers for wireless systems [9]. In most wired networks, error detection codes such as the cyclic redundancy check (CRC) codes are predominately used [8], as the random bit error rate is negligible in this type of networks.

In packet-based IP networks, including wired and wireless sections, the end-to-end performance depends on the protocols set at the transport layer, such as transmission control protocol (TCP) or user datagram protocol (UDP) [8]. TCP provides reliable end-to-end transmission by essentially re-transmitting the packets for which the source receives a negative acknowledgment or receives no acknowledgment within a transmission window. This protocol, equivalent to the ARQ strategy, could suffer long delays in the scenarios (quite common in a distributed network) such as poor channel conditions (particularly in wireless networks), multicast and long-distance transmission. UDP, in contrast to TCP, offers speedy data delivery as it has no re-transmission, but no guarantee for reliable services as it does not recover the lost or corrupted packets. Therefore, it is a big challenge for conventional IP-based networks to meet the increasing demand for supporting the multimedia distribution that requires both real-time and high-quality performances. This leads naturally to the consideration of employing forward-error-correction (FEC) channel coding techniques, combined with ARQ, to tackle these problems.

FEC schemes maintain constant throughput and have bounded time delay, which is well suited for real-time applications such as video transmission requiring a
guaranteed maximum end-to-end delay. The reliability-related problems in a modern distributed network are normally associated with packet losses. The packet-loss problem in wired networks is mainly caused by congestion that results in switches’ buffers overflowing, so it is also called congestion erasure. Other contributors to this include ‘destination unreachable’ owing to various reasons and ‘failure at error detection’ that forces the destination node or intermediate routers to discard those packets. Although IPv4 and IPv6 have a powerful error-reporting scheme through using Internet control message protocol (ICMP) [10], the packet-loss problem will be left for the actions at the transport layer. As powerful error-detecting codes are exclusively used in most conventional IP-networks, the corrupted packets detected at the transport layer are normally discarded in both TCP and UDP modes, and all the packets accepted at this layer are treated as error free with a very high probability [11]. For this reason, the end-to-end transmission path between the transport layers at the source and the destination nodes in a network can be regarded as an erasure channel, and the FEC coding techniques designed for this type of channels are called erasure-control coding. Creating an efficient protocol for controlling erasures or packet losses in the network environment can provide robust fault tolerance and reduce the delay in data dissemination, and consequently increase system throughput to meet the quality of service (QoS) requirements.

The past decade has witnessed extensive research in this fast growing area and a wide range of work towards developing suitable erasure-control strategies and implementing them for various applications in the network domain. A variety of erasure codes with diversified features have been investigated for this purpose, including RS codes [11–13], array codes [14–16] and Fountain codes [17, 18]. They have also been applied with significant impact to multicast protocols [13, 19, 20], large-scale storage [21–23], backbone [24, 25], data broadcasting [26, 27] and distributed computing [22, 28, 29] in distributed networks.

For the main interest of this paper, the discussions will essentially focus on the coding strategies for ensuring reliable and efficient end-to-end data delivery, which mainly apply to the transport layer of a network protocol stack, because the end-to-end performance exhibits the overall quality of a network.

2 Erasure codes for distributed networks

Erasure codes are a class of FEC codes, i.e., no retransmission is required when they are employed. An erasure is a corrupted bit or symbol (packet) with an unknown value, but its location in the codeword is known to the decoder. An erasure code is designed to recover or correct the erasures, rather than to correct errors, from the encoded bits or packets correctly received. In a packet-based network, an \( (n, k) \) erasure code consists of \( k \) information packets and \( n-k \) parity packets over a finite field \( GF(q) \) (\( q \) is a power of a prime).

It is assumed that in an erasure channel, first introduced by Elias [30], packet-loss is an independent event with a fixed constant probability, \( p \). In this channel model, packets are either correctly received or presented as erasures to the decoder. The Shannon capacity of an erasure channel is \((1-p_1)\), and transmission at any rate \( R < (1(1/p_1)) \) can be achieved with a random linear code [30]. The number of erasures that can be corrected by an erasure code, \( t_e \), is bounded by

\[
t_e \leq d - 1
\]

where \( d \) is the minimum distance of the code. Clearly, this doubles the number of errors that can be corrected by the same code when it is used solely for error correction.

Using a simple taxonomy, the construction of erasure codes can be classified into two categories: the maximum-distance-separable (MDS)-code approach and the sparse-graph-code approach. The construction methods and performance features of some useful erasure codes in both categories are summarised, as follows.

2.1 MDS erasure codes

Maximum distance separable is one of the desirable features of linear block codes, for achieving the maximum possible minimum distance for fixed \( n \) and \( k \), i.e.

\[
d = n - k + 1
\]

This result meets the Singleton bound [31] \( d \leq n - k + 1 \) with equality. Two trivial examples of MDS codes are the \((n, k, d) = (n, n-1, 2)\) single-parity-check code and \((n, 1, n)\) repetition code. The former has very limited error-control capacity though requiring a minimum redundancy, while the latter is equivalent to the retransmission of the same data, an error-control mechanism used in the ARQ schemes, thus inefficient in terms of bandwidth usage and throughput. Most non-trivial MDS codes are non-binary codes [32].

2.1.1 RS codes: RS codes are the special subclass of \( q \)-ary BCH codes, and form the most important class of MDS codes. They have been used widely for error control in both digital communication and storage systems, because of their powerful burst error correcting capacity. With this merit, RS codes can also be used as effective erasure codes, to correct multiple erasures of size \( q \). In general, \((n, k)\) RS codes can be constructed using the generator polynomial [32]

\[
g(x) = (x - z^{d_1})(x - z^{d_2+1}) \cdots (x - z^{d_2+\delta-2})
\]

for some \( \delta \geq 2 \) and some \( a \geq 1, \) where \( x^e \in GF(q) \) for any \( i \) and \( x^e = 1 \) but \( x^e \neq 1 \) for any positive \( s < n \). The codes generated have \( n = q - 1 \) symbols (or packets) in length, with each containing \( q \) bits.

As an MDS code, a RS code satisfies the condition \( d = n - k + 1 \), or, alternatively, \( d - 1 = n - k \), which means that it can correct any combination of up to \( n - k \) erasures, according to (1), when it is employed as the erasure code for reliable end-to-end communication in a distributed network. In this scenario, the transport layer of the source node generates \( n \) transport packets using the RS encoder for every \( k \) information packets passed on from the application layer. At the transport layer of the destination node, the RS decoder is able to recover the original
information as long as it can receive any \( k \) out of the \( n \) packets transmitted correctly. For this reason, the MDS erasure codes are also called the \( k \)-out-of-\( n \) codes.

RS codes can provide a large number of MDS codes for different application requirements. Extended RS codes [33, 34] by adding one or two overall parity check(s) are also maximum distance separable. These features have made RS codes an attractive candidate in this field. The decoding complexity of RS codes is at the scale of \( O(n \log^2 n) \), achieved using the fast Fourier transform technique [35].

RS codes have been considered for different applications in the network environment [11–13, 19, 20]. For example, employing the RS code in association with the ARQ technique can largely enhance the performance of reliable multicast in the IP network [13], which is essential for ensuring QoS in multimedia (video and audio) distribution across the network. In this scheme, RS coding can either be placed in a sub-layer beneath ARQ, called ‘layered RS’ as shown in Fig. 2a, or works interactively with ARQ, called ‘integrated RS’ as shown in Fig. 2b.

Layered RS is very similar to a hybrid ARQ strategy where two coding schemes, RS and ARQ, operate independently. The RS decoder at the destination recovers the original information packets once it has received any \( k \) out of \( n \) transmitted packets, and passes them to the ARQ sub-layer. If fewer than \( k \) packets are received, ARQ will then issue retransmission. In integrated RS, the packet-loss control can be done more efficiently as the packet-loss status and RS performance are monitored by ARQ in an attempt to avoid unnecessary retransmission. Given a multicast group of 10000 and certain code parameter settings (e.g., \( n = 9 \) and \( k = 7 \)), the average numbers of transmissions per correctly received packet can be reduced by 38% in layered RS and 46% in integrated RS, compared to the scheme without RS coding [13]. This means that the end-to-end throughput of the system can be increased substantially as a result of the introduction of RS erasure-control coding in conjunction with ARQ.

2.1.2 Other MDS codes: There exist other methods of constructing MDS erasure codes for correcting multiple erasures. Among them, the information dispersal algorithm (IDA) proposed by Rabin [29] presents a generic approach to establishing computationally efficient MDS coding schemes, for enabling fault-tolerant and efficient data transmission in distributed networks or between processors in parallel computers. In this approach, the encoded packets are transmitted through multiple paths between the source and the destination, so packet losses or even link failures can be tolerated. The MDS coding problem of this algorithm is to construct a specific set of \( n \) vectors, such that every subset of \( k \) different vectors are linearly independent. [29] suggests that such \( n \) vectors, \( z_i = (x_{i1}, x_{i2}, \ldots, x_{ip}) \), \( 1 \leq i \leq n \), can be formed by adopting either a method analogous to that used by RS codes, or the construction

\[
\begin{align*}
g_i &= \left( \begin{array}{c}1/x_i + y_1 \cdots 1/x_i + y_k \end{array} \right)^T
\end{align*}
\]

where \( x_1, \ldots, x_n, y_1, \ldots, y_k \in GF(q) \) satisfy the conditions: for all \( i \neq j \), \( x_i \neq y_j \); for \( i \neq k \), \( x_i \neq y_i \). Here it is required that \( n < k < q \). The implementation of IDA through this construction requires just \( O(k^2) \) operations.

MDS array codes are also extensively investigated [36–39], for the applications mainly in storage but applicable to communications networks as well. The array code concerned is presented in a \( (p+1) \times n \) array, with \( p \geq 3 \) being a prime. Each column of the array is treated as a symbol or a packet of \( (p+1) \) bits, and the code contains \( p \) information packets and \( u \) parity packets \((p+u = n)\), resulting in an \((n, p)\) or \( C(p, u)\) linear block code over \( GF(2^p) \).

The parity check matrix in a systematic form of \( C(p, u) \) is given by [39]

\[
H(p, u) = \begin{pmatrix}
1 & 1 & \cdots & 1 & 1 & 0 & \cdots & 0 \\
1 & x & \cdots & x^{p-1} & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
1 & x^{u-1} & \cdots & x^{(u-1)(p-1)} & 0 & 0 & \cdots & 1
\end{pmatrix}
\]

where \( x' \) is the element in the ring of binary polynomials modulo \( M_p(x) = (x^p - 1)/(x-1) = x^{p-1} + \cdots + x + 1 \) [39], and \( x' \) and \( x' + y' \) are invertible modulo \( M_p(x) \). In this case, the main interest of the investigation is to find how many parity packets can be added on for the fixed number of information packets, \( p \). It has been shown, by exploiting the property of the Vandermonde matrix [40] within (5), that \( C(p, u) \) have the guaranteed MDS property for \( u = 2 \) and 3, but not always so for \( u > 3 \) depending on the total number of packets considered.

Other MDS array codes can be generated using different methods, but they share almost the same properties with \( C(p, u) \), e.g. their encoding and decoding involve cyclic shifts and exclusive-or (XOR) operations only, thus computationally efficient, but their error-control capacity and number of codes available are limited, compared to RS codes and the IDA. Examples of these codes and those that can be developed straightforward into this category include complex rotary codes [41], X-code [37], B-code [38], cyclic-square codes [42] and augmented array codes [43, 44].

2.2 Sparse-graph erasure codes

The beauty of the LDPC code with its random generating style and sparsity [6] has inspired another important class of codes, aiming to meet the demands especially for erasure channels in distributed networks.

The initial Fountain codes, called Tornado codes [45, 46], are very similar to Gallager’s LDPC code and integrate some features from other codes [47, 48]. For given \( k \) information packets the source randomly generates,
according to the distribution function over the set of integers \([1, \ldots, k]\), a fixed number \((n)\) of encoded packets for transmission, as shown in Fig. 3. At the destination the original \(k\) information packets can be recovered from a random set of \((1 + \varepsilon)k (\varepsilon > 0)\) packets received, with probability \(1 - O(k^{-3/4})\). Its encoding and decoding algorithms can be described with an irregular graph, rather than the regular one used in Gallager’s approach, and the running times for encoding and decoding processes are both proportional to \(n \ln (1 / \varepsilon)\) since the operation is predominantly bit-wise XOR.
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**Fig. 3** Fountain encoder

Later, the key fountain idea was developed [17] and practically realised, leading to a class of so-called universal erasure codes or LT codes [18]. The fundamental innovation of these codes is the encoder that can generate a potentially limitless number of encoded packets on the fly and send them on demand to the destination until it has received a sufficient number of packets for data reconstruction. These features are particularly enviable for heavily impaired channels where packet-loss rate is very high and more packets than the normal number are required by the decoder at the destination. With LT codes, the \(k\) original information packets can be recovered at the destination from any \(k + O(\sqrt{k \ln^2 (k / \delta)})\) packets received with probability \(1 - \delta\). The encoding and decoding processes need \(O(\ln (k / \delta))\) and \(O(k \ln (k / \delta))\) operations, respectively. An extension of the conventional Fountain codes (or LT codes), called Raptor codes [49], relax the condition that all the original information packets need to be recovered. By concatenating a traditional erasure code with an LT code, a Raptor code can still recover all the information packets but with a constant cost for both encoding and decoding.

### 3.1 Encoding algorithm

Given an \((m \times k)\) information array, represented by a matrix \(B\), encoding is carried out by directly multiplying \(B\) by a generator matrix \(G\), resulting in an \((m \times n)\) code array or codeword \(V\) of code \(C\). This process can be expressed by

\[
B \times G = \begin{bmatrix} b_{1,1} & b_{1,2} & \cdots & b_{1,k} \\ b_{2,1} & b_{2,2} & \cdots & b_{2,k} \\ \vdots & \vdots & \ddots & \vdots \\ b_{m,1} & b_{m,2} & \cdots & b_{m,k} \end{bmatrix} \times \begin{bmatrix} g_{1,1} & g_{1,2} & \cdots & g_{1,n} \\ g_{2,1} & g_{2,2} & \cdots & g_{2,n} \\ \vdots & \vdots & \ddots & \vdots \\ g_{k,1} & g_{k,2} & \cdots & g_{k,n} \end{bmatrix} = V
\]

If we take the columns of the code array as the elements of the code, i.e., \(V = [v_1, v_2, \ldots, v_m]\) and \(v_i = [v_{1,i}, v_{2,i}, \ldots, v_{m,i}]^T\), code \(C\) can be regarded as an \((n, k)\)-column code over \(Z_q\), where \(k\) is the number of the columns of the information array and \(q = p^r\) \((p \text{ is a prime and }) r \text{ is a positive integer})\.

The generation of each column of \(C, C_i (1 \leq i \leq n)\), involves all the information characters \(b_{j,i} \in Z_q (1 \leq i \leq m, 1 \leq j \leq k)\) in the array. Code \(C\) can also be viewed as an interleaving code if the rows of the information array are taken as individual information vectors. When this code is used in a network for packet-loss control, the columns of the code array, \(v_i\), may be treated as the packets generated by the source.

To be an MDS erasure code, \(C\) must satisfy the condition that it can recover the original information array at the destination with any \(k\) out of \(n\) packets correctly received. In other words, code \(C\) can correct up to \(n - k\) erasures. The structure of the generator matrix \(G\) designed for meeting this condition will be revealed through the description of the decoding algorithm.

### 3.2 Decoding algorithm

Given any \(k\) out of \(n\) packets \(v_1, v_2, \ldots, v_k\) correctly received at the destination, where \(l_i \in [1, 2, \ldots, n]\) and all \(l_i, (1 \leq i \leq n)\) are distinct, the relationship between the \(k\) received packets and the original information array is given by

\[
[v_{1}, v_{2}, \ldots, v_{k}] = B \times G',
\]

where

\[
G' = \begin{bmatrix} g_{1,1} & g_{1,2} & \cdots & g_{1,k} \\ g_{2,1} & g_{2,2} & \cdots & g_{2,k} \\ \vdots & \vdots & \ddots & \vdots \\ g_{k,1} & g_{k,2} & \cdots & g_{k,k} \end{bmatrix}
\]

Thus the information array can be recovered by

\[
B = [v_1, v_2, \ldots, v_k] \times (G')^{-1}
\]

For \(G'\) to be invertible, it is required that

\[
\det (G') \neq 0 \quad (6)
\]

Condition (6) implies that \(G'\) is non-singular, or that any \(k\) columns in \(G\) are linearly independent. To meet this condition, the elements of \(G, g_{i,j}\), are selected to be the elements of a cyclic group \(U(Z_q) = \{\beta_1, \beta_2, \ldots, \beta_s\}\), which is a set of invertible elements of \(Z_q\) and \(s\) is the size or order
of $U(Z_q)$, and the $n$ columns of $G$ are constructed as

$$g_i = (\beta_1, \ldots, \beta_i)^T 1 \leq i \leq n$$  

(7)

As a result, any $k$ columns of the $G$ composed form a Vandermonde-like matrix. For a fixed $q$, the code length $n$ can be chosen between $k < n < q$, i.e., the code parameters will be in the form of $(k + u, k)$, where $1 \leq u \leq q - k - 1$. This can enable an adaptive coding scheme that allows the efficient utilisation of network resources. Note that $t_e = u$ for MDS codes according to (1) and (2). The code can have variable erasure-tolerance capacity in term of $u$ for fixed $q$ and $k$, depending on network conditions and the requirement on packet-loss control. The adaptation process can operate easily when the packet-loss status is properly monitored by the destination and timely feedback to the source. If the network conditions are varying in a great scale such as in wireless networks, a large $q$ can be considered for the code to offer a wide range of erasure tolerance. The implementation of the encoding and decoding algorithms of the code is demonstrated in the following example.

**Example 1:** Consider an information array of $2 \times 3 = 6$ characters or blocks: $(b_{1,1}, b_{1,2}, b_{1,3}, b_{2,1}, b_{2,2}, b_{2,3})$, so $m = 2, k = 3$. By choosing $q = 2^\prime = 7$ and $n$, the code length is in the range $4 \leq n \leq 6$, implying that the code can tolerate $u$ ($1 \leq u \leq 3$) erasures. If we choose $n = 6$, the cyclic group concerned is $U(Z_7) = \{1, 2, \ldots, 6\}$, and codewords are generated from the source by

$$B \times G = \begin{bmatrix} b_{1,1} & b_{1,2} & b_{1,3} \\ b_{2,1} & b_{2,2} & b_{2,3} \end{bmatrix} \times \begin{bmatrix} 1 & 1 & 1 & 1 & 1 & 1 \\ \beta_1 & \beta_2 & \beta_3 & \beta_4 & \beta_5 & \beta_6 \end{bmatrix} = \begin{bmatrix} v_{1,1} & v_{1,2} & v_{1,3} & v_{1,4} & v_{1,5} & v_{1,6} \\ v_{2,1} & v_{2,2} & v_{2,3} & v_{2,4} & v_{2,5} & v_{2,6} \end{bmatrix} = [v_1 \ v_2 \ v_3 \ v_4 \ v_5 \ v_6]$$

where $\beta_i = i$ for $1 \leq i \leq 6$ and

$$v_{1,i} = b_{1,1} + \beta_i b_{1,2} + \beta_i^2 b_{1,3} \quad v_{2,i} = b_{2,1} + \beta_i b_{2,2} + \beta_i^2 b_{2,3} \quad \text{for} \quad 1 \leq i \leq 6$$

All the calculations above and thereafter are made over $Z_7$ or modulo 7. In this example, the destination is able to recover the original information array as long as it has correctly received any three out of six packets. Suppose that the first three coded packets are correctly received. The information array can then be recovered through

$$B = [v_1 \ v_2 \ v_3] \times (G)^{-1} = \begin{bmatrix} b_{1,1} + b_{1,2} + b_{1,3} & b_{1,1} + 2b_{1,2} + 4b_{1,3} \\ b_{2,1} + b_{2,2} + b_{2,3} & b_{2,1} + 2b_{2,2} + 4b_{2,3} \end{bmatrix} \times \begin{bmatrix} 3 & 1 & 4 \\ 4 & 4 & 6 \\ 1 & 2 & 4 \end{bmatrix} = \begin{bmatrix} b_{1,1} & b_{1,2} & b_{1,3} \\ b_{2,1} & b_{2,2} & b_{2,3} \end{bmatrix}$$

The computational cost on determining the inverse of $G$ can be reduced to $O(k^2)$ [50]. If $q = 2^\prime$, the implementation can be accomplished mainly by XOR operations [36].

### 4 Discussion

The codes discussed above all have the potential to be used for tackling the problems in relation to packet losses, delay and throughputs of erasure channels in packet-based networks. However, it is desirable that the codes used are capable of correcting or tolerating as many erasures as possible and have fast encoding and decoding algorithms. Other criteria for choosing suitable codes may include: scalability, adaptability, and costs of network resources (bandwidth, storage, etc.).

MDS codes such as RS codes and the IDA are capable of correcting a large number of erasures and are highly efficient in terms of the utilisation of parity checks. However, they both have quadratic computational complexity, which could lead to a substantial increase in processing cost when the size of the field becomes large. MDS array codes have low implementation costs owing to special code structure. They are flexible in nature and can adapt well to channel conditions at minimum cost of system resources. The codes presented in Section 3, for example, are able to correct multiple erasures and offer two levels (based on $q$ and $u$) of adaptation strategies, according to environment conditions and packet-loss control requirements.

Fountain codes and their extensions appear to be a versatile class of erasure codes whose abilities in erasure resilience and saving network resources can scale well in a highly distributed network. Fountain codes are not generally MDS codes, as indicated by their code parameters. Also, as the codewords are generated randomly, it is essential that the information regarding the encoding rule (or the distribution function used by the encoder) be reliably delivered to the destination for ensuring the correct decoding algorithm in place. Further investigations may include evaluating the realistic performance of the encoder for different distribution functions applied, feasible and efficient communication for making the encoding rule known to the destination, and environment awareness for effectively operating adaptive distribution of the encoded packets in both unicast and multicast scenarios.

FEC channel coding, in particular using erasure codes, can play a crucial role in distributed networks for reducing the packet-loss rate and promoting speedy data delivery. This paper addresses the features of erasure codes that can be further exploited towards achieving optimal network performances. The potentials of erasure-control coding or channel coding in general have been recognised particularly for wireless networks, as the conventional TCP protocol performs poorly in a wireless environment [51–53]. This is because the packet-loss situation is much worse in this environment than in a wired network, owing to high bit error rate, unstable channel characteristics and user mobility. Using simple packet-loss detection plus retransmission to ensure the required quality for wireless networks would cause significant delay and reduction in throughput. This problem can be effectively dealt with by adopting well-integrated FEC schemes including forward error-control and erasure-control coding, in combination with ARQ and other network protocols. At the same time, other related issues in the context of the distributed network should also be investigated jointly with the development of the coding scheme itself. There are some topics in this area that could lead to, in the author’s view, the development of suitable technologies for future-generations of wired/wireless communication systems. A selection of these topics are listed below.
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